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Goals for the talk
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AI Landscape

AI ML Deep 
Learning
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Deep Learning
Uses a cascade of multiple layers of nonlinear processing units for feature extraction and transformation. 
Each successive layer uses the output from the previous layer as input. ~ Wikipedia

* Implies use of Neural Network models

* Used to be called Connectionism (beginning of time-2000)

* Under-hyped before 2012 ("Perceptrons" by Marvin Minsky and Seymour Papert, 1969)

* Now very popular ML approach, major economic impacts, 'ai renaissance', ect..
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Types of Data

Structured Data Unstructured Data
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Drawbacks of Neural Networks

● Data hungry 
- Not recommended if < 1000's of samples
- Ideally have > 100,000 samples

● Can be expensive to train (tons of matrix/tensor ops & calculus)

● Many practitioner choices

● Debugging and interpreting individual model decisions is not trivial
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Deep Learning Today

Similar to connectionist models popular in the '80s and '90s, but with:

* Web-scale data sets

* More compute (GPU, Cloud, Nvidia Tensore Cores)

* Powerful software tools (TensorFlow, Keras, Torch, ect..)

* Innovations (more layers, LSTMs, attention, faster training, ect..)

* Research interest: 
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Models and Supervised Learning
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Supervised Learning

DATA
(height, age) | (weight)

    ---------------------------------------------------------------

[60,15]          |      143
[74,25]          |      214
[53,71]          |        96
[72,20]          |      190
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Supervised Learning

≈
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Neural Nets: Tunable Functions

≈
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Rule-based Model

Model
int y = helpdesk_model("Where are the bananas?")
// value of y procs some behavior like keyword search

int helpdesk_model(String data){
if (data.contains("where")){

return 2;
}
if (data.contains("why")){

return 1;
}

      ....
return 0;

}

DATA
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Parsimonious Models
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Neural Embeddings
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Preparing the Data for Math

≈
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Preparing the Data for Math

Naive approach: cast the char[] to int[]

word_vector = []

for character in word:
word_vector.append(int(character))
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Preparing the Data for Math

Naive approach: cast the char[] to int[]

D( )
D( )
D( )
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Preparing the Data for Math

Basic approach: One hot encoding
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Preparing the Data for Math

Basic approach: One hot encoding
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Preparing the Data for Math

Basic approach: One hot encoding
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Preparing the Data for Math

Word2Vec Embeddings: try to point word vectors in directions w.r.t. lexical 
meaning & preserve semantic analogies

man -> [...]

woman -> [...]

king  -> [...]

21



22



Algebra in the Latent Space

"Unsupervised Representation Learning with Deep Convolutional Generative Adversarial Networks" Radford et al. 2016
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Works for other Data
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Embeddings

New NLP task

Pre-trained 
Neural Network

ModelText 
Inputs

Representations

New Learning Task
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Neural Network Models
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Neural Nets: Tunable Functions

≈
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h1(x) = [m]x + [b]

x f(x)

m 1
x 

m
3 x 

m2x 

Neural Nets: Tunable Functions (with many parameters) 

,     h2(h1) = [m]h1 + [b]  ,  ...
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h(x) = [m]x + [b] 

x f(x)

m 1
x 

m
3 x 

m2x 

Neural Nets: Tunable Functions (with many parameters) 
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f(x) = mx + b
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Vocab Detour

31



Vocab

x f(x)
m1 1

x 

m1
3 x 

m12x 
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x f(x)
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Vocab
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x f(x)
m1 1

x 

m1
3 x 

m12x 

m2 h1 m3
 h2 

Vocab
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Training Loop
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x
m 1

x 

m
3 x 

m2x 

Sample an (x,y) pair from data

yf(x)

Neural Nets: Training Loop 
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yx
m 1

x 

m
3 x 

m2x f(x)

Neural Nets: Training Loop 
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yx
m 1

x 

m
3 x 

m2x 

Set any negatives to 0

f(x)

Neural Nets: Training Loop 
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m 1
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m2x yx f(x)

Neural Nets: Training Loop 
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∑

∑
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Neural Nets: Training Loop 
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f(x)
m 1

x 

m
3 x 
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Set any negatives to 0

Neural Nets: Training Loop 
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Neural Nets: Training Loop 
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Neural Nets: Training Loop 
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f(x)
m 1

x 

m
3 x 

m2x yx

Compute Loss

Neural Nets: Training Loop 
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f(x)

m 1
x 

m
3 x 

m2x yx

Update parameters to reduce loss for this (x,y) pair

Neural Nets: Training Loop 
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f(x)

m 1
x 

m
3 x 

m2x yx

Sample a new (x,y) pair and repeat until loss is 
sufficiently low

Neural Nets: Training Loop 
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Questions?

f(x)
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Output Activation (binary classification)

f(x) = a(f(x))      ≈   P(y | x)

a(k) = 1/(1+e^-k) 

x f(x)

m1 1
x 

m1
3 x 

m12x 

m2 h1 m3
 h2  = 
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Output Activation (n-way classification)

f(x) = argmax a([f(x)])    ≈   P(y|x)

x
m1 1

x 

m1
3 x 

m12x 

m2 h1 m3 h2 

5.0 0.636
4.0 0.234
3.0   = 0.086
2.0 0.032
1.0 0.012

f(x)
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Loss Functions
Classification: 

Loss = -log(P(true_class))

  -log(0.0) = infinity
  -log(1.0) = 0
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Loss Functions
Regression:

Loss = Mean Squared Error
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Feature Hierarchy
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Neural Networks
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Neural Networks
hidden layers

Output P(y|x)

h1
h2
 
hn

...

Weights w11 w22  ...
w12
 
w1n ..... w1n
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Neural Networks
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Coding up Neural Nets
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Deep Neural Networks (DNN)

x f(x)
m1 1

x 

m1
3 x 

m12x 

m2 h1 m3
 h2 

h2 h1 
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Keras Code (Python)

x f(x)
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Keras Code (Python)

x f(x)
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Deep Learning Frameworks
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Tensorboard
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Resources/Next Steps
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Deep Learning Course by Andrew Ng:
https://www.coursera.org/learn/neural-networks-deep-learning

Andrej Karpathy's "Hacker's guide to Neural Networks"
http://karpathy.github.io/neuralnets/

The Deep Learning Book
http://www.deeplearningbook.org/



End: Q&A ?
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Other stuff you can do..
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Style Transfer

=
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Style Transfer

(raw input)        ~    (latent representation) = 71


